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ABSTRACT

Data clustering is one of the common techniquegsl usedata mining. A popular performance functiom fo
measuring goodness of data clustering is the twithin-cluster variance. The K-Means (KM) algorithi;1 a popular
algorithm which attempts to find a K-clustering. eTiK-Means [2] algorithm is a centre based clustpmhgorithm.
The dependency of the K-Means performance on flialination of the centres is a major problem;rmaikar issue exists
for an alternative algorithm, Expectation Maximieat(EM) [6]. In this paper, we propose a new auisty method called
the K-Harmonic Means algorithm (KHM). KHM [3] is eentre-based clustering algorithm which uses themdaic
Averages of the distances from each data poirftd@éntres as components to its performance fundtics demonstrated
that K-Harmonic Means is essentially insensitivehe initialization of the centres. In certain cgsié-Harmonic Means
significantly improves the quality of clusteringstéts comparing with both K-Means and EM, A unifigdw of the three
performance functions, K-Means', K-Harmonic Meaarsd' EM's, are given for comparison. Experimentsilits of KHM

comparing with KM on Iris [4] data.
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INTRODUCTION

We are considering two algorithms Expectation—Mazation and K-mean algorithms, due to the problers
initialization of centres in these two algorithmg consider another algorithm KHM it improves aemyr of centres the

definition of these algorithms are as follows
Definition Expectation Maximization

Expectation—maximization (EM)[6] algorithm is arertive method for finding maximum likelihood or
maximum a posterior (MAP) estimates of parameterstatistical models, where the model depends obsarved latent
variables. The EM iteration alternates betweenagparing an expectation (E) step, which creates atiom for the
expectation of the likelihood evaluated using therent estimate for the parameters, and maximizafid) step,
which computes parameters maximizing the expedagédikelihood found on th& step. These parameter-estimates are

then used to determine the distribution of theratariables in the next E step.
Definition K Means

K-means [2] clustering is a method of vector quaation, originally from signal processing, thatpispular for
cluster analysis in data miningl-means clustering aims to partitiom observations intck clusters in which each

observation belongs to the cluster with the nearestn, serving as prototype of the cluster.

KM and EM, is a centre-based, iterative algorithm tefihes the clusters defined by K centres.
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Definition K Harmonic Mean

K-Harmonic Means takes the sum over all data paifhitse harmonic average of the squared distanee &adata
point to all the centres as its performance fumctid/e apply an iris dataset on the three algorithmms K-mean,
EM algorithms and KHM [1]. We calculate the thrdgaaithms on centres and iterations on this iritadat it can form
three clusters they are lIris setose, Iris virgiraca Iris versicolor. Experimental results obtairiedthis algorithm are

centres are accurately obtained in K-harmonic nadgorithm than k-mean and EM algorithms.
OBJECTIVES OF THE STUDY

Increasing cluster efficiency using KHMinput data is applied on KHM,K-mean and EM algarit)

initially random centers are allocated. Accurateta®d is calculated by using Harmonic Mean in KHilgorithm.
METHODS

K-mean Equations performed in K-mean algorithm are based arithmetic mean calculation.
Taking the iris [5] data set consisting of 4 attités i.e., sepal length, sepal width, petal leagith petal width of 150 data

elements.
Equation: Arithmetic Mean=sum of all data elements/numbedait elements

Expectation Maximization: Equations performed in EM algorithm are based omiamae calculation.
Taking the iris [5] data set consisting of 4 attités i.e., sepal length, sepal width, petal leagith petal width of 150 data

elements.

K-Harmonic Means: Takes the sum over all data points of the harmanérage of the squared distance from a

data point to all the centres as its performanaoetfan.
Algorithm: K-Harmonic Means Clustering
Input: Dataseki of n objects numbers of clusteks
Output: Partition of the input data intoclusters
Procedure
Step 1:Declare a matriXJ of sizen xk

Step 2:Generatek cluster centroids randomly within the range of tla¢a or seledt objects randomly as initial

cluster centroids. Let the centroids®® C2, ..., Ck. Calculate objective function value using
KHM(X,C)=N/(1/X-C)"2
Step 3:Compute théJ membership matrix using HM.
Step 4:Compute new cluster centroids with membership wabfeeach data object.
Step 5:Repeat step 2 to step 4 until convergence

Step 6:Assign data objecttd cluster jwith biggest Uijvalue
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RESULTS AND DISCUSSIONS

KM algorithm, centroid is calculated by using Antktic Mean and in EM algorithm centroid is calcathby
using Variance.The results generated by these thggrithms can be compared and finally we obséineg in KHM,
it got more accurate clusters and less no of iterat Increasing cluster efficiency using KHMput data is applied on
KHM,K-mean and EM algorithms, initially random cerg are allocated.accurated centroid is calculdtgdusing

Harmonic Mean in KHM algorithm.

Arithmetic mean is calculated by using K-Mean aitjon,the centers values are obtained as very tigh KHM
algorithm.In expectation Maximization algorithmusing variance,here initialization of clusters big drawback in this
algorithm the centers are very high than k-meankdiifl.by using thest two algorithms KHM increases fterformance

of cluster efficiency.

algorithm the centers are very high than k-mean lKH#1.by using thest two algorithms KHM increase® th

performance of cluster efficiency.

ENM
F
Input data Input data | Input data |
h 4
Random Random Random
centres centres centres
Centroid Centroid Centroid
calculated calculated calculated
by HM by AM by variance
Output
formation Output Output
of centres formation formation
of centres of centres
Accurate cenfroicds
calculated by KHM
Efficient iterations Khm is
calculated by KHM efficient

Figure 1: A Model for Increasing Accuracy
For the three algorithms can be run on the iriaskgttwe got the following iterations.
Iteration 1
The three algorithms are applied on Iris datasethé first iteration,the centres are as

Follows.if we observed that KHM centers are acaurat
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Table 1

KHM 6.21] 3.21| 286| 057 549 2463 3.05 0.b2 4[54183.1.32| 0.18
EM 6.75| 3.45| 5.23| 14y 532 214 435 135 547534.35| 054
KM 6.24 ] 3.25] 521 1.2% 521 214 435 1.p25 521 53.2.25] 0.25

sl-sepal length sw-sepal width pl-petal length ptapwidth

Iteration 2

The three algorithms are applied on Iris datasethé¢ first iteration,the centres are as followséf observed that

KHM centers are accurate.

Table 2

=
[EEN

KHM 6.79 | 310 | 533| 183 54p 265 4.4 Al 498373, 1.44 | 0.20
EM 698 | 3.87| 587 19§ 598 289 524 2.35 521 54.2.00 | 0.98
KM 685|345 | 521 | 152 584 278 4.5 25 5.1 4351.47 | 0.54
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=

Iteration 3

The three algorithms are applied on Iris datasetam get the third iteration,then the centres dntained as

follows, here KHM centers are accurate.

Table 3

KHM 6.74| 3.01| 553 194 57p 26p 425 134 496373.1.44| 0.20
EM 6.25| 3.87| 825 236 6.35 3.4 54 587738.25| 1.25
KM 6.57| 298| 533 18§ 563 268 4.02 125 500 13.41.46| 0.24
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Iteration 4

The three algorithms are applied on Iris datasetaveget the fourth iteration, the centres areinbthas follows,

KHM centers are accurate.at this iteration and Kéllybrithm gets stabilized. Therefore it forms aetercentroids.

Table 4

134 4/98373.1.44| 0.44
B6 5|23 53.2.09| 0.45
5p0 3/14 61.4€.24| 0.23

NG

KHM 6.73| 3.01| 554 195 579 269
EM 6.87| 3.11| 6.2 321 214 3.1
KM 6.60 | 298| 5.38] 591 2.67 4.09

N
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o|o| o1

)

POe

Iteration 5

EM and K-Mean algorithms are repeating the iterstiand centres are obtained as follows

Table 5

0 489 13 4|23 53.2.87| 1.23
.29 5/00 13.41.46 | 0.24

EM 6.78| 4.21] 325 2.32 5.7
KM 6.63| 299| 543 193 5.7
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Iteration 6

EM and K-Mean algorithms are repeating the iteregtiand centres are obtained as follows

Table 6

EM 6.87| 425 3.2 185 568 298 498 125 456 53.2.36| 1.00
KM 6.66 | 3.00) 549 196/ 578 271 420 133 5/00 13.41.46| 0.24

Iteration 7

At this iteration the EM algorithm gets stabilizedt it is less accurate than K-Mean algorithm. Teatres
obtained for the two algorithms are consideredh@nfollowing table

Table 7

EM 7.25] 425 314 123 621 298 498 125 598 53.2.87| 0.99
KM 6.70 | 3.01] 555 199 582 27D 425 186 5/00 13.4.46]| 0.24

Iteration 8

At this iteration K-Mean algorithm gets centres emasidered in the following table

Table 8
KM 6.79 | 3.06| 5.59 2.0! 5.8! 2.!3 4.!1 1.!9 5‘00 1!.41.46 0.24

Iteration 9

At this iteration K-Mean algorithm gets centres emasidered in the following table

Table 9

KM 6.80| 3.04] 5.64] 2.03 5.8 2.7 4. 140 500 134146 | 0.24

Iteration 10

At this iteration K-Mean algorithm gets centres emasidered in the following table

Table 10
KM 6.82 | 3.06| 5.69 2.0! 5.8! 2.7! 4.!7 1.!5 5|00 4!.11.46 0.24

Iteration 11

At this iteration K-Mean algorithm gets centres emasidered in the following table

Table 11

KM 6.85| 3.076|] 5.71 22 536 274 4.38 143 5|00143. 1.46| 0.2
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At the iteration 4 k-harmonic mean is stabilizedl dine remaining algorithms are forms centers umilget the
repeated centers. At iteration 7 EM algorithm gaébilized. By analyzing the above results it dieahows that KHM
algorithm can completed with in the 4 iterationshwaccurate centroids. EM algorithm can be stadliat 7 iterations but
it has very higher centroids than KM and KHM.K-MEAfgorithm can be stabilized at 11 iterations aasl higher values
than KHM.

Experiment Results
Centers obtained in the K-harmonic mean, K-meapgEtation Maximization algorithms.

Table 12

Clusters Clusterl Cluster2 Cluster3

Algorithm | SL | SW | PL |PW | SL | SW | PL | PW | SL | SW | PL | PW
KHM 6.73 | 3.01| 554/ 19% 579 2.69 425 134 4|98373.1.44| 0.20
EM 6.88 7 4 3 711 524 3.01 386 2.09 1 6/03 5.86
KM 6.85| 3.07| 5.71] 2.0% 588 274 438 143 5)00 13.4.46| 0.24

By observing above results for iris dataset itdidg into three clusters. they consists of sepgttersepal width,
petal length, petal width. Centroids obtained fo 12 centers are listed above, similar for thedetqtion Maximization
algorithm-harmonic mean algorithms. Therefore frira above listed values we compare the three #hmasi we got
accurate values in k-harmonic mean for all the di&res.k-mean less better than KHM,EM got largeesithan KM and
KHM.

CONCLUSIONS

This study showed that knowledge factor influenbe tise of nursing process more than other variables
One of the biggest problems currently facing thesimg profession is that of implementing the nugsprocess as
lamented by Milne (1985) which the reporter belgtwhat it can be influenced by the variables sustk@owledge,
profession, attitude, institution. Institutionaktfar ranks the second highest predictive valudénuse of nursing process
but currently, many institutions do not use nurgimgcess for the care of their clients. for theai®g attitude of nurses

which is the least ranked in the use of nursinggss.
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Figure 2: Graphs Generated for K-Harmonic Mean, K-Mean, EM Algorithms
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